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Abstract With the rapid growth of social media, sentiment

analysis has received growing attention from both academic

and industrial fields. One line of researches for sentiment

analysis is to feed bag-of-words (BOW) text representation into

classifiers. Usually, raw BOW requires weighting schemes to

obtain better performance, where important words are given

more weights while unimportant ones are given less weights.

Another line of researches focuses on neural models, where

distributed text representations are learned from raw texts

automatically. In this paper, we take advantages of techniques

in both lines of researches. We use words’ weights to guide

neuralmodels to focus on important words. Various supervised

weighting schemes are explored in this work.We discover that

better text features are learned for sentiment analysis when

suitable weighting schemes are applied upon neural models.

Keywords Distributed representation � Sentiment

analysis � Weighting scheme � word2vec � GloVe

1 Introduction

Sentiment analysis aims at extracting users’ subjective

information from texts. It is a useful technique which

turns user-generated texts into knowledge for decision

support. A successful paradigm for sentiment analysis is

to feed bag-of-words (BOW) text representation into lin-

ear classifiers. In BOW, each word corresponds to one

dimension of representation. Usually, weighting schemes

are used to give those important words more weights and

reduce weights of unimportant ones such as stop words

[17]. Though this paradigm is quite simple, strong base-

lines are achieved on a range of sentiment analysis

datasets [24].

However, traditional BOW representation suffers from

sparsity problem. They take each word as an atomic unit,

which totally ignores the internal semantics of words.

Recently, many researchers have turned their attention to

learning distributed text representations by neural net-

works (NNs) [6], e.g., convolutional NNs [9] and

recursive NNs [23]. Neural models are known for their

automatic feature learning ability. They are able to

extract features from raw data directly with no require-

ments of prior knowledge. However, a natural question

is raised here: when prior knowledge is available, is it

possible for us to utilize the knowledge to help the

neural networks to achieve better results? This is the

motivation of our paper.

In this work, we propose a novel approach which takes

advantages of both traditional weighting schemes and

neural models. Weighting schemes tell us which words are

important and which are not. Taking the examples of

movie reviews: Compared with neutral words like ‘of’ and

‘watch,’ words like ‘wonderful’ and ‘worst’ are more

important in terms of reflecting reviewers’ sentiment ten-

dencies. Many works have proven the effectiveness of

weighting schemes on raw BOW representation

[10, 17, 20, 24]. Inspired by their successes on BOW, we

discover that weighting technique is also useful in guiding

the training of neural networks. To be specific, we
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introduce weighting information into Paragraph Vector

(PV) [11]. The details of PV are discussed in Sect. 3.1.

Figure 1 (top) illustrates the relationships among word2-

vec, PV, and our proposed model, weighted PV (WPV).

Word2vec (w2v) is a toolkit for generating word embed-

ding. It contains two models, continuous bag-of-words

(CBOW) and skip gram (SG). PV introduces text embed-

ding into word2vec for training distributed text represen-

tation. Our models further use words’ weights to guide the

training of PV. Text embeddings are trained to pay more

attention to those important words while ignore unimpor-

tant ones.

Inspired by the line of researches in Fig. 1 (top), we

also introduce text embedding and weighting information

into GloVe [22]. Same with word2vec, GloVe is a popular

word embedding model. Its training objective is to recon-

struct word–word co-occurrence matrix. We firstly propose

PV-GloVe, where text and word embeddings are trained on

the basis of co-occurrence matrix of text–word type. Then,

we weight text–word co-occurrence matrix to guide the

text embeddings to focus on those important words (WPV-

GloVe). Relationships of these models are illustrated in

Fig. 1 (bottom). At last, we review some supervised

weighting schemes. They take class preference into con-

sideration and are proven to be useful on BOW represen-

tation. We show that significant and consistent

improvements are witnessed when weighting schemes are

applied to PV and PV-GloVe.

Section 2 reviews the related work of sentiment analy-

sis. Section 3 discusses how to integrate weighting

schemes into Paragraph Vector. In Sect. 4, PV-GloVe and

weighted PV-GloVe are proposed, where text embedding

and weighting information are introduced into GloVe. The

weighting schemes used in this paper are discussed in

Sect. 5. Experimental results are given in Sect. 6, fol-

lowed by the conclusion in Sect. 7.1

2 Related Work

2.1 Bag-of-Words Representation

Text representation is of vital importance for sentiment

analysis. One of the most popular text representation

methods is bag-of-words (BOW) (also known as Vector

Space model). Early work that uses BOW on sentiment

analysis is done by [21]. They find that binary weighted

BOW representation with SVM classifier gives promising

results. Following their work, various weighting schemes

are proposed to weight raw BOW text representation. Word

weighting has been intensively studied in the Information

Retrieval (IR) literature. However, weighing schemes in IR

do not consider the label information which is available at

sentiment analysis datasets. A popular supervised weight-

ing scheme in sentiment analysis is naive Bayes (NB)

weighting [17]. It calculates the document frequency (DF)

of words in positive and negative classes, respectively, and

then uses the ratios of them to weight words. [24] apply NB

weighting to bag-of-ngrams features and achieve very

strong baselines on a range of sentiment analysis and text

classification datasets. [10] further add credibility infor-

mation upon supervised weighting scheme to determine the

importance of words for sentiment analysis. [20] and [3]

give comprehensive discussions about different weighting

schemes over BOW representation. The former work

introduces supervised information into classic weighting

schemes in IR. The latter one summarizes various super-

vised weighting schemes.

2.2 Neural Models

Recently, neural networks (NNs) have become increasingly

popular in the natural language processing (NLP) com-

munity. They learn distributed word and text representa-

tions and achieve state-of-the-art results on a range of NLP

tasks. Compared with BOW representation, NNs are able to

capture word order and even complex structures of textual

data. Besides that, the internal semantics of words are

captured due to the distributed representation. CNNs are

used for sentiment analysis in [8, 9]. CNNs use convolu-

tional layers to extract ngram features and use max-pooling

layers to select the most distinct one. Recursive NNs

(RecNNs), proposed by [23], construct neural networks on

the basis of parse trees and are able to extract fine-grained

information of sentences. Another family of NNs is

Recurrent NNs (RNNs). Words in the text are fed into

RNNs one by one, updating the states of hidden layers. In

theory, the hidden layers store all previous information,

and the hidden layer of the last word can be used as the

representation of the whole text.

Fig. 1 Top (bottom): relationships among word2vec (GloVe), PV

(PV-GloVe), and WPV (WPV-GloVe)

1 This paper extends the work done by [25]. The extension includes

the introduction of PV-GloVe and weighted PV-GloVe. Besides that,

more comprehensive discussions about various weighting schemes

are provided.

Guiding the Training of Distributed Text Representation with Supervised Weighting... 179

123



Most recently, combinations of neural networks are

proposed to capture complex structures of texts. They can

be divided into two components. The first component is to

learn sentence features from word features, and the second

component is to learn document features from sentence

features [4, 15]. As a result, these models can not only

capture word order and syntactic information in a sentence,

but also take relationships among sentences into consid-

eration. The drawbacks of these deep neural models are

also obvious. These models are expensive in computational

resources. Besides that, they are not as robust as traditional

BOW approaches. The performance of these models clo-

sely relies on careful hyper-parameter tuning and some

sub-tasks such as pre-trained word embedding and parsing.

2.3 Neural Bag-of-Words Models

Though deep neural models are powerful in theory, only

limited improvements are achieved on sentiment analysis

compared with traditional BOW with weighting schemes.

It seems that information like sentence and document

structures is not very crucial for sentiment analysis.

Another line of neural models is neural bag-of-words

models. Instead of constructing complex compositions

upon word embeddings, these models basically ignore

order and syntax information. Representative neural bag-

of-words models include Deep Averaging Network (DAN)

[7] and Paragraph Vector (PV) [11]. DAN firstly takes the

average of word embeddings as the inputs and then con-

structs multiple neural layers upon them. PV embeds text

by making it useful to predict the words it includes. These

models enjoy the advantages of being simple and robust

compared with complex deep neural models, and can still

achieve competitive results on many NLP tasks. Following

these models, we propose another neural bag-of-words

model, PV-GloVe, which introduces text embedding into

GloVe model [22]. Several works reveal the intrinsic

connections between GloVe and word2vec [13, 22].

Though word2vec and Glove are different apparently, they

essentially use word–word co-occurrence to train word

embeddings. In fact, GloVe is more flexible than word2vec

since GloVe explicitly utilizes word–word co-occurrence

information (word2vec uses co-occurrence information

implicitly).

One problem of neural bag-of-words models is that they

treat each word equally. Intuitively, some words are more

important for sentiment analysis task, such as ‘amazing’

and ‘best.’ To capture better features, we use weighting

schemes to guide the training of these models. To this end,

the new models are able to pay more attention to words that

reflect polarities of texts. When suitable weighting schemes

are used, significant improvements over traditional neural

bag-of-words models are witnessed.

3 Weighted Paragraph Vector

3.1 Paragraph Vector Revisit

In this section, we introduce weighting schemes into a

neural bag-of-words model, Paragraph Vector (PV). In PV,

text and word embeddings are initialized randomly. During

the training, the text embedding is trained to be useful for

predicting the words it contains (As shown in Fig. 2

(left)). The objective of PV is as follows:

XjT j

i¼1

Xjtij

j¼1

logPðwijjwcontext
ij Þ ð1Þ

where ti ¼ fwi1;wi2; . . .;wijtijg denotes the ith text and T ¼
ft1; t2; . . .; tjT jg denotes the whole dataset. wcontext repre-

sents the context of the target word w. In PV, the context

includes both the words in the local window and the text

that the target word belongs to. In fact, the definition of

context is the major difference between PV and word2vec.

In word2vec, the context only includes the surrounding

words. PV consists of two models: PV-DBOW and PV-

DM. In addition, PV provides two ways of defining con-

ditional probability P(|), which are negative sampling (NS)

and hierarchical softmax (HS). As a result, PV has four

variants. For brevity, we hide the details of conditional

probability. One can see [19] for more information.

In the following two subsections, we introduce weight-

ing schemes into PV-DBOW and PV-DM, respectively.

3.2 Weighted PV-DBOW

The original objective function of PV-DBOW (imple-

mented in [18]) is as follows:

XjT j

i¼1

Xjtij

j¼1

logPðwijjtiÞ þ
X

�c� k� c;k 6¼0

logPðwijjwiðjþkÞÞ
 !

ð2Þ

where c denotes the window size. The first part of the

objective uses text that contains the target word as context.

The second part is just the objective of ordinary word

embedding model, where words in the local window are

used as the context. Traditional Paragraph Vector model

treats each word in the text equally. In this sense, it can be

viewed as the neural counterpart of BOW where each

feature is represented by the raw count of word in the text.

Obviously, some words are more important. The main

idea of our model is to make the text embedding pay more

attention to those important words, instead of neutral words

which have little value for determining polarities of texts.

We give each word a weight (a real value), which repre-

sents the importance of the word for sentiment analysis.
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How to assign the weights to words is discussed in Sect. 5.

The objective of weighted PV-DBOW is as follows:

XjT j

i¼1

Xjtij

j¼1

WeightðwijÞlogPðwijjtiÞ
�

þ
X

�c� k� c;k 6¼0

logPðwijjwiðjþkÞÞ
! ð3Þ

where Weight(w) is the weight assigned to word w. By

optimizing the above weighted objective, the conditional

probabilities of words with large weights will have more

proportions to the entire objective. To this end, the trained

text embedding is able to predict important words in larger

probabilities while ignore those unimportant ones. Figure 2

(right) illustrates the framework of weighted PV-DBOW.

3.3 Weighted PV-DM

PV-DM uses the average of text embedding and word

embeddings in the local window to predict the target word.

The original objective of PV-DM (implemented in [18]) is

as follows:

XjT j

i¼1

Xjtij

j¼1

logPðwijjwcontext
ij Þ

where wcontext
ij ¼ eðtiÞ þ

X

�c� k� c;k 6¼0

eðwiðjþkÞÞ
ð4Þ

where e(�) denotes the embedding of the word–text � . Like
the way we introduce weighting information into PV-

DBOW, we can optimize the following weighted objective

function:

XjT j

i¼1

Xjtij

j¼1

WeightðwijÞlogPðwijjwcontext
ij Þ ð5Þ

An alternative of introducing weighting information into

PV-DM is to change the representation of wcontext. Since

text embeddings should pay more attention to important

words, we give text embeddings more weights in con-

structing contexts when target words are important. In this

way, the text embeddings are more affected by those

important words while less affected by those unimportant

words. The objective function is as follows:

XjT j

i¼1

Xjtij

j¼1

logPðwijjwcontext
ij Þ

where wcontext
ij ¼ WeightðwijÞeðtiÞ þ

X

�c� k� c;k 6¼0

eðwiðjþkÞÞ

ð6Þ

We find the latter objective performs slightly better in

practice. In the rest of the paper, we use weighted PV-DM

to denote the latter model.

4 (Weighted) PV-GloVe

4.1 GloVe Revisit

GloVe is a popular word embedding model and achieves

competitive results on a range of linguistic tasks. Com-

pared with word2vec, GloVe requires constructing word–

word co-occurrence matrix and directly uses it for training

word embeddings. During the training, the word (context)

embeddings is trained to be able to reconstruct nonzero

values in the co-occurrence matrix. The objective is as

follows:

XjV j

i;j¼1

f ðXijÞðeðwiÞTeðewjÞ þ bi þ ebj � logXijÞ2 ð7Þ

where |V| denotes the vocabulary size, Xij denotes the

number of times the word i and word j co-occur. Function f

is used to smooth the raw count Xij. e() and e(e), respec-
tively, denote the word and context embeddings. b denotes

the bias. One can see [22] for more details of GloVe.

GloVe is a more general model compared with word2-

vec. In fact, the objective of word2vec implicitly factorizes

a weighted word–word co-occurrence matrix. However,

GloVe provides the flexibility of applying different

Fig. 2 Illustration of PV-DBOW (left) and weighted PV-DBOW (right)
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weighting schemes to the co-occurrence matrix. To some

extent, word2vec can be viewed as a special case of GloVe.

In the following two sections, we introduce text embedding

and weighting information into GloVe for generating dis-

tributed text representations.

4.2 PV-GloVe

In this section, we introduce text embedding into GloVe

model. Firstly, we give each text a unique embedding and

initialize text embeddings randomly. During the training, the

model is not only required to reconstruct word–word co-

occurrence matrix, but also required to reconstruct text–

word co-occurrence matrix. To this end, the objective of PV-

GloVe consists of two components. The first component is

the same as the original objective of GloVe. The objective of

reconstructing text–word co-occurrence matrix is as follows:

XjT j

i¼1

XjV j

j¼1

f ðYijÞðeðtiÞTeðwjÞ þ bti þ bj � logYijÞ2 ð8Þ

where Yij denotes the values in text–word co-occurrence

matrix. bt is the bias of the text. After training, text and

word embeddings are able to reconstruct text–word co-

occurrence matrix, thus contain the information of the

words in the texts.

4.3 Weighted Co-occurrence Matrix

To guide the model to pay more attention to those impor-

tant words, we introduce weighting schemes into PV-

GloVe. As we have discussed above, GloVe has the

advantage of being flexible for weights assignment. To this

end, we directly put weights on text–word co-occurrence

matrix and the following objective is optimized:

XjT j

i¼1

XjV j

j¼1

f ðYijWeightðwijÞÞðeðtiÞTeðwjÞ þ bti þ bj

� logðYijWeightðwijÞÞÞ2
ð9Þ

where YijWeightðwijÞ substitutes the raw count Yij. After

weighting, the text embeddings are largely affected by

those important words. Figure 3 illustrates the change from

text–word pair’s original counts to weighted counts.

5 Weighting Schemes

For several decades, intensive researches have been done on

designing weighting schemes over raw BOW representation.

In sentiment analysis, supervised weighting schemes have

shown to be effective [3, 10, 17, 24]. They take advantage of

label information in the dataset to determine the importance

of a word. In this work, we explore five commonly used

supervised weighting schemes. They share similar ideas, but

are different in details. All of them require counting some

basic statistics of the dataset and use them to calculate the

word’s weight. The statistics used in this paper and their

notations are listed in Table 1. Intuitively, a word that has

uneven distribution over classes should obtain higher

weights, e.g., words like ‘great’ are more likely to appear in

positive texts than negative texts. However, to the best of

our knowledge, there is still rare work applying weighting

schemes to neural models. Since these supervised weighting

schemes are useful in sparse BOW representation, we use

them on neural models and expect that better text repre-

sentations are learned for sentiment analysis.

5.1 Naive Bayes (NB)

Naive Bayes (NB) weighting is one of the most popular

supervised weighting schemes in sentiment analysis [24]. It

is also called delta IDF in [17] and likelihood ratio in [20].

The definition of NB weighting is as follows:

log
#POSðwÞ �#Nneg

#NEGðwÞ �#Npos
ð10Þ

where log function is used to smooth the ratio between

#POS and #NEG. In this work, we use square root to

replace log. It is an engineer choice. We find that square

root is more effective on the models used in this work. To

this end, the weight of word w is defined as follows:

max sqrt
#POSðwÞ �#Nneg

#NEGðwÞ �#Npos

; sqrt
#NEGðwÞ �#Npos

#POSðwÞ �#Nneg

� �

ð11Þ

Fig. 3 Illustration of (weighted) text–word pairs counts

Table 1 Statistics used in this paper and their notations. Only binary

classification is considered

Notation Meaning

# Npos The number of positive texts in the dataset

# Nneg The number of negative texts in the dataset

#N The number of texts in the dataset

#POS(w) The number of positive texts that contain word

w

#NEG(w) The number of negative texts that contain word

w

#N(w) The number of texts that contain word w

182 Z. Zhao et al.
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5.2 Pointwise Mutual Information (PMI)

In the natural language processing community, pointwise

mutual information (PMI) is usually used to measure word

associations [1]. [12] show that word2vec implicitly fac-

torizes PMI matrix of word–word type. The positive PMI

matrix is shown to be effective on a range of linguistic

tasks [13]. Here, we use PMI criterion to measure the

associations between words and labels [20]. Different from

classic definition of PMI, square root replaces log. The

weighting is defined as follows:

max sqrt
#POSðwÞ �#N

#NðwÞ �#Npos

; sqrt
#NEGðwÞ �#N

#NðwÞ �#Nneg

� �

ð12Þ

5.3 Average Likelihood of Making Correct

Classification (AL)

Average likelihood of making correct classification (AL)

is used as supervised weighting scheme in [10]. Suppose

we are asked to guess whether a word ‘watch’ occurs in

positive text or not. We probably have a 50–50 chance

of making correct answer since ‘watch’ is distributed

relatively equally on positive and negative classes.

However, for words like ‘best,’ we have larger likeli-

hood of guessing correctly by answering yes all time.

The detailed derivation of AL is provided in [10]. The

final weighting is as follows:

#POSðwÞ2 þ#NEGðwÞ2

#NðwÞ2
ð13Þ

when a word has even distribution over classes, the weight

is around 1/2. The weight equals to 1 if a word always

occurs in one class.

5.4 Odds Ratio (OR)

In binary classification, odds ratio (OR) only makes a slight

adjustment upon NB weighting, where #Npos and #Nneg

are replaced by #Npos �#POSðwÞ and

#Nneg �#NEGðwÞ. For low-frequency words, the differ-

ence between NB and OR weighting is negligible. Same

with the situation in NB weighting, square root is used to

smooth the ratios:

max sqrt
#POSðwÞ � ð#Nneg �#NEGðwÞÞ
#NEGðwÞ � ð#Npos �#POSðwÞÞ ;

�

sqrt
#NEGðwÞ � ð#Npos �#POSðwÞÞ
#POSðwÞ � ð#Nneg �#NEGðwÞÞ

� ð14Þ

5.5 Weighted Naive Bayes (WNB)

Weighted naive Bayes (WNB) further introduces credibil-

ity information into NB weighting [20]. If a word occurs

twice in positive texts and once in negative texts, we

cannot reject the hypothesis that the word has even distri-

bution over classes with reasonable significance levels. If a

word occurs 200 and 100 times in positive and negative

texts, respectively, we can safely conclude that the word

has uneven distribution over classes, even though the ratio

is the same with the previous case. WNB adds a term

before NB weighting to take the words’ frequencies into

consideration:

#NðwÞ
#N

max sqrt
#POSðwÞ �#Nneg

#NEGðwÞ �#Npos

; sqrt
#NEGðwÞ �#Npos

#POSðwÞ �#Nneg

� �

ð15Þ

6 Experiments

6.1 Experimental Setup and Dataset

Our work is based on two baseline models: Paragraph

Vector and GloVe. In this paper, the hyper-parameter set-

tings of two baselines follow the [18]2 (an implementation

of PV) and [22]3 (an implementation of GloVe) respec-

tively. The number of training epochs is the only hyper-

parameter that is determined by validation data. The

trained text embeddings are then fed into logistic regres-

sion classifier [5] for classification.

IMDB dataset [16] is used for evaluating different

models. IMDB is one of the most popular benchmarks in

sentiment analysis [16]. It comprises 50000 labeled movie

reviews. Half (25000) of them are positive and half are

negative. The training set contains 12500 positive and

12500 negative reviews. The rest belong to the testing set.

Table 2 lists the statistics of some commonly used words.

According to our understanding to these words, we group

them into three categories: neutral, positive, and negative.

The results are intuitive. The ratios in positive/negative

groups are larger/smaller than one. In the neutral group, the

ratios are close to one.

6.2 Effectiveness of Weighting Schemes on PV

and PV-GloVe

In this section, we show the effectiveness of various

weighting schemes on PV and PV-GloVe. In the original

PV implementation, negative sampling (NS) and hierarchy

2 https://github.com/mesnilgr/iclr15.
3 https://github.com/stanfordnlp/GloVe.
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softmax (HS) are used together. To this end, PV has 5

baseline results (4 variants discussed in Sect. 3.1 plus the

original implementation). Table 3 shows the results of

(weighted) PV and (weighted) PV-GloVe. To better illus-

trate the performance of different methods, we use bar

graph (Fig. 4) to present the results. From the ‘baseline’

column in Table 3, we can observe that PV-GloVe

performs comparably with PV. It is a reasonable result

since PV-GloVe and PV essentially utilize text, word co-

occurrence to train text embeddings. They are both BOW

models, where no word order and other complex infor-

mation are considered. Among variants in PV, the PV-DM

with negative sampling performs the best.

Comparing the baselines with the results in other col-

umns, we find that significant and consistent improvements

are witnessed when supervised weighting schemes are

introduced into the models. Though neural models are

known for their automatic feature learning ability,

weighting information is still useful for these models to

train better text embeddings. Different weighting schemes

perform comparably. In general, NB weighting is robust.

While it is not the best weighting scheme for every case, it

always achieves above-average accuracies.

6.3 Comparisons of State-of-the-Art Methods

In this section, we compare our models with state of the

arts. For clarity, models are classified into 3 groups

according to the way of exploiting the information in texts.

Both sparse BOW and neural BOW models are put into the

BOW group. They only consider whether a word occurs in

a text or not. BOW models seem to oversimplify the text

modeling since the semantics of texts often lie in word

Table 2 Some commonly used words and their statistics

Type Word #POS #NEG Ratio(#POS/#NEG)

Neutral Movies 2482 2804 0.885

Something 1692 2307 0.733

Watch 2650 2775 0.955

Saw 1451 1294 1.121

Other 3454 3216 1.074

Positive Amazing 866 240 3.608

Awesome 307 111 2.766

Wonderful 1159 273 4.245

Marvelous 123 27 4.556

Remarkable 218 62 3.516

Negative Bad 1465 4344 0.337

Terrible 214 1113 0.192

Ugly 79 223 0.354

Horrible 152 842 0.181

Suck 23 134 0.172

Table 3 Effectiveness of

weighting schemes on PV and

PV-GloVe

Baselines Baseline NB PMI AL OR WNB

PV-DBOW ? NS ? HS 88.7 89.6 89.3 88.9 89.7 89.3

PV-DBOW ? NS 89.0 89.9 89.6 89.6 90.1 90.0

PV-DBOW ? HS 87.8 88.6 88.3 88.0 88.5 88.0

PV-DM ? NS 89.5 90.1 90.1 89.8 90.0 89.5

PV-DM ? HS 87.4 88.5 88.2 87.8 88.3 88.2

PV-GloVe 89.3 90.0 89.5 89.8 89.7 88.5

The top weighting schemes are in bold

Fig. 4 Effectiveness of

weighting schemes on PV and

PV-GloVe. Negative sampling

is selected as softmax

184 Z. Zhao et al.
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order, syntax, and other complex factors. Many models

such as NBSVM-bi [24], CNNs [8], and RNNs [2] take

word order into consideration. Upon word order, Four

models in ‘complex’ group use the combination of neural

networks to capture more complex information from tex-

tual data. Compared with neural models such as CNNs and

RNNs, BOW models have the advantages of being efficient

and robust, but are inferior to those complex models in

accuracies [7]. NBSVM introduces supervised weighting

schemes into bag-of-ngrams representation and provides

strong baselines. The downside of NBSVM is that it

requires too much memory due to the large number of

ngrams. Similar problem arises in DV-ngram [14], where

ngram embedding is introduced into PV (Fig. 5).

We can observe that our models perform the best in

BOW group. The word order seems to be important on

IMDB dataset. LSTMs and CNNs exceed our methods by

around 3 percent. However, it should be pointed out that

many tricks are required to achieve the best results reported

in [2, 8]. The original implementation of LSTM only

obtains 90.0 accuracy. From the results in the third group,

we find that accuracies do not benefit from more complex

information of textual data.

7 Conclusion and Future Work

In this paper, we introduce weighting schemes into Paragraph

Vector (PV). Theweighting information guides PV to focus on

important words while ignores unimportant ones. Inspired by

the line of models ‘word2vec–PV-weighted PV,’ we further

introduce text embedding and weighting schemes into GloVe,

which are PV-GloVe and weighted PV-GloVe, respectively.

Various supervised weighting schemes are explored in this

work. Significant and consistent improvements are witnessed

with the introduction of weighting information. Weighting

schemes are effective on PV and PV-GloVe, just as weighting

schemes on sparse BOW representation. Besides that, we

discover that PV-GloVe is useful in generating text repre-

sentations. PV-GloVe and weighted PV-GloVe achieve

comparable results with PV and weighted PV, respectively.

Finally, we compare our methodswith newly proposed neural

models. In terms of accuracy, our methods do not perform as

well as them. Nevertheless, the gap is not big and our models

are simple, efficient, and do not require additional resources.

A direction that remains to be explored is using attention

mechanism to learn the weight of word automatically.

Existing weighting schemes are proposed on the basis of

people’s prior knowledge on textual data. It is a more

elegant way to integrate the word weighting process into

neural models. In our future work, we will explore atten-

tion-based neural models on sentiment analysis and com-

pare them with weighting schemes designed by hands.
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Fig. 5 Comparisons of our models with state of the arts. SVM-uni, NBSVM-uni, SVM-bi, and NBSVM-bi: [24]. MI-uni: [20]. DAN: [7]. PV:

[18]. DV-tri: [14]. LSTM and SA-LSTM: [2], CNN: [8]. DCNN: [4]. RecNN-RNN, WNN, and BENN: [15]
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